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Definition
Let x = {xk}∞k=0 be a complex sequence. Define

∥x∥p :=

( ∞∑
k=0

|xk|p
)1/p

(1 ≤ p < ∞) and ∥x∥∞ := sup
k≥0

|xk|.

We also define
m: the set of all bounded sequences
c: the set of all convergent sequences
c0: the set of all null sequences
ℓp: the set of all sequences satisfying ∥x∥p < ∞ (1 ≤ p < ∞)

Theorem
(a) ℓp $ c0 $ c $ m
(b) (X, ∥ · ∥∞), where X ∈ {m, c, c0}, and (ℓp, ∥ · ∥p) (1 ≤ p < ∞) are both Banach spaces.
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Definition
Let B = (bnk)n,k≥0 be an infinite matrix, and X, Y be two sequence spaces.
(a) For each sequence x = {xk}∞k=0, we set Bx = {(Bx)n}∞n=0 be the sequence defined by

(Bx)n :=

∞∑
k=0

bnkxk.

(b) The set (X,Y) denotes the collection of all B such that for each x ∈ X, Bx is well-defined and
Bx ∈ Y.

Definition
Let (X, ∥ · ∥) and (Y, ∥ · ∥∗) be two semi-normed sequence spaces. Suppose B ∈ (X,Y).
(a) The semi-norm of the matrix map B : (X, ∥ · ∥) → (Y, ∥ · ∥∗) given by x 7→ Bx is defined by

∥B∥X,Y = inf{M > 0 : ∥Bx∥∗ ≤ M∥x∥ for all x ∈ X}.

(b) B is said to be bounded and denoted by B ∈ B(X,Y) if ∥B∥X,Y < ∞.
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Question: Under which conditions the matrix map B satisfies B ∈ (X,Y) or B ∈ B(X,Y)?

Definition
We say that B is regular if B ∈ (c, c) and for all x = {xk}∞k=0 ∈ c, we have lim

n→∞
(Bx)n = lim

k→∞
xk.

Theorem (Silverman-Toeplitz Theorem)
B = (bnk)n,k≥0 is regular if and only if B satisfies

(a) sup
n≥0

∞∑
k=0

|bnk| < ∞,

(b) lim
n→∞

bnk = 0 for each k = 0, 1, · · · , and

(c) lim
n→∞

∞∑
k=0

bnk = 1.
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Definition (Hardy, Divergent Series, 1949; Fast, 1951)
A sequence x = {xk}∞k=0 is called statistically convergent to ℓ if for each ϵ > 0,

lim
n→∞

1

n + 1
|{k ≤ n : |xk − ℓ| ≥ ϵ}| = 0,

where |K| denotes the cardinality of K ⊂ N0 (nonnegative integers). In this case, we write
st- lim

k→∞
xk = ℓ or xk

st→ ℓ.

Definition
We define

st: the set of all statistically convergent sequences
st0: the set of all statistically null sequences

Theorem
c0 $ st0 $ st and c $ st
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Definition
Let A = (ank)n,k≥0 be a nonnegative regular matrix.
(a) The A-density of a subset K of N0 is defined by δA(K) = lim

n→∞

∑
k∈K

ank.

(b) A sequence x = {xk}∞k=0 is called A-statistically convergent to ℓ if for each ϵ > 0,

δA

(
{k : |xk − ℓ| ≥ ϵ}

)
= lim

n→∞

∑
k:|xk−ℓ|≥ϵ

ank = 0. (1)

In such a case, we write stA- lim
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xk = ℓ or xk
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Definition
Let x = {xk}∞k=0 be a sequence. x is called A-statistically bounded if there exists a positive number
M such that

δA({k : |xk| > M}) = 0. (2)

For A = C1, (2) takes the form lim
n→∞

1

n + 1
|{k ≤ n : |xk| > M}| = 0. In this case, we say that x

is statistically bounded.

Definition
We define

∥x∥stA : the infimum of those M satisfying (2)
mstA : the set of all A-statistically bounded sequences

Theorem
(a) c ⊂ stA ⊂ mstA

(b) (X, ∥ · ∥stA), where X ∈ {mstA , stA}, is a semi-normed sequence spaces.

C.-T. Chang (張其棟) (Feng Chia University) Summability methods July 4, 2016 8 / 17



Definition
Let x = {xk}∞k=0 be a sequence. x is called A-statistically bounded if there exists a positive number
M such that

δA({k : |xk| > M}) = 0. (2)

For A = C1, (2) takes the form lim
n→∞

1

n + 1
|{k ≤ n : |xk| > M}| = 0. In this case, we say that x

is statistically bounded.

Definition
We define

∥x∥stA : the infimum of those M satisfying (2)
mstA : the set of all A-statistically bounded sequences

Theorem
(a) c ⊂ stA ⊂ mstA

(b) (X, ∥ · ∥stA), where X ∈ {mstA , stA}, is a semi-normed sequence spaces.

C.-T. Chang (張其棟) (Feng Chia University) Summability methods July 4, 2016 8 / 17



Definition
Let x = {xk}∞k=0 be a sequence. x is called A-statistically bounded if there exists a positive number
M such that

δA({k : |xk| > M}) = 0. (2)

For A = C1, (2) takes the form lim
n→∞

1

n + 1
|{k ≤ n : |xk| > M}| = 0. In this case, we say that x

is statistically bounded.

Definition
We define

∥x∥stA : the infimum of those M satisfying (2)
mstA : the set of all A-statistically bounded sequences

Theorem
(a) c ⊂ stA ⊂ mstA

(b) (X, ∥ · ∥stA), where X ∈ {mstA , stA}, is a semi-normed sequence spaces.

C.-T. Chang (張其棟) (Feng Chia University) Summability methods July 4, 2016 8 / 17



Definition
Let x = {xk}∞k=0 be a sequence. x is called A-statistically bounded if there exists a positive number
M such that

δA({k : |xk| > M}) = 0. (2)

For A = C1, (2) takes the form lim
n→∞

1

n + 1
|{k ≤ n : |xk| > M}| = 0. In this case, we say that x

is statistically bounded.

Definition
We define

∥x∥stA : the infimum of those M satisfying (2)
mstA : the set of all A-statistically bounded sequences

Theorem
(a) c ⊂ stA ⊂ mstA

(b) (X, ∥ · ∥stA), where X ∈ {mstA , stA}, is a semi-normed sequence spaces.

C.-T. Chang (張其棟) (Feng Chia University) Summability methods July 4, 2016 8 / 17



Definition
Let x = {xk}∞k=0 be a sequence. x is called A-statistically bounded if there exists a positive number
M such that

δA({k : |xk| > M}) = 0. (2)

For A = C1, (2) takes the form lim
n→∞

1

n + 1
|{k ≤ n : |xk| > M}| = 0. In this case, we say that x

is statistically bounded.

Definition
We define

∥x∥stA : the infimum of those M satisfying (2)
mstA : the set of all A-statistically bounded sequences

Theorem
(a) c ⊂ stA ⊂ mstA

(b) (X, ∥ · ∥stA), where X ∈ {mstA , stA}, is a semi-normed sequence spaces.

C.-T. Chang (張其棟) (Feng Chia University) Summability methods July 4, 2016 8 / 17



Definition
Let x = {xk}∞k=0 be a sequence. x is called A-statistically bounded if there exists a positive number
M such that

δA({k : |xk| > M}) = 0. (2)

For A = C1, (2) takes the form lim
n→∞

1

n + 1
|{k ≤ n : |xk| > M}| = 0. In this case, we say that x

is statistically bounded.

Definition
We define

∥x∥stA : the infimum of those M satisfying (2)
mstA : the set of all A-statistically bounded sequences

Theorem
(a) c ⊂ stA ⊂ mstA

(b) (X, ∥ · ∥stA), where X ∈ {mstA , stA}, is a semi-normed sequence spaces.

C.-T. Chang (張其棟) (Feng Chia University) Summability methods July 4, 2016 8 / 17



Definition
Let x = {xk}∞k=0 be a sequence. x is called A-statistically bounded if there exists a positive number
M such that

δA({k : |xk| > M}) = 0. (2)

For A = C1, (2) takes the form lim
n→∞

1

n + 1
|{k ≤ n : |xk| > M}| = 0. In this case, we say that x

is statistically bounded.

Definition
We define

∥x∥stA : the infimum of those M satisfying (2)
mstA : the set of all A-statistically bounded sequences

Theorem
(a) c ⊂ stA ⊂ mstA

(b) (X, ∥ · ∥stA), where X ∈ {mstA , stA}, is a semi-normed sequence spaces.

C.-T. Chang (張其棟) (Feng Chia University) Summability methods July 4, 2016 8 / 17



Question: Suppose that A and D are both nonnegative regular matrices.
For which matrix B, we have B ∈ (stA ∩ m, stD) holds?

C.-T. Chang (張其棟) (Feng Chia University) Summability methods July 4, 2016 9 / 17



Theorem

Let B = (bnk)n,k≥0. If {bnk}∞k=0 ∈ ℓ1 for all n = 0, 1, · · · ,
{ ∞∑

k=0

|bnk|
}∞

n=0

is D-statistically bounded,

bk = stD- lim
n→∞

bnk exists for each k = 0, 1, · · · , b = stD- lim
n→∞

∞∑
k=0

bnk, and

stD- lim
n→∞

∑
k∈K

|bnk − bk| = 0 for K with δA(K) = 0,

then B ∈ (stA ∩ m, stD). Moreover, for x = {xk}∞k=0 ∈ stA ∩ m,

stD- lim
n→∞

(Bx)n =

(
b −

∞∑
k=0

bk

)
stA- lim

k→∞
xk +

∞∑
k=0

bkxk,

and B : (stA ∩ m, ∥ · ∥∞) → (stD, ∥ · ∥stD) given by x 7→ Bx satisfies

∥B∥stA∩m,stD =

∣∣∣∣∣b −
∞∑

k=0

bk

∣∣∣∣∣+
∞∑

k=0

|bk|.
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Corollary

Let B = (bnk)n,k≥0. If {bnk}∞k=0 ∈ ℓ1 for all n = 0, 1, · · · ,
{ ∞∑

k=0

|bnk|
}∞

n=0

is D-statistically bounded,

stD- lim
n→∞

bnk = 1 for each k = 0, 1, · · · , and

stD- lim
n→∞

∑
k∈K

|bnk| = 0 for K with δA(K) = 0,

then B ∈ (stA ∩ m, stD) and for all x = {xk}∞k=0 ∈ stA ∩ m,

stD- lim
n→∞

(Bx)n = stA- lim
k→∞

xk.

and B : (stA ∩ m, ∥ · ∥∞) → (stD, ∥ · ∥stD) satisfies ∥B∥stA∩m,stD = 1.
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Corollary
Let B = (bnk)n,k≥0. Then B ∈ (stA ∩ m, c) and

lim
n→∞

(Bx)n = stA- lim
k→∞

xk.

for all x = {xk}∞k=0 ∈ stA ∩ m if and only if

sup
n≥0

∞∑
k=0

|bnk| < ∞, lim
n→∞

∞∑
k=0

bnk = 1

and

lim
n→∞

∑
k∈K

|bnk| = 0 for all K with δA(K) = 0.
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Definition
Let α ∈ R with −α /∈ N. The Cesàro matrix Cα = (c(α)nk )n,k≥0 of order α is defined by

c(α)nk =

{
(n−k+α−1

n−k )
(n+α

n )
if k ≤ n,

0 if k > n

Corollary
(a) Cα ∈ (st ∩ m, c) if and only if α > 0. Moreover, for all x = {xk}∞k=0 ∈ st ∩ m,

lim
n→∞

(Cαx)n = st- lim
k→∞

xk.

(b) stCα = st for all α > 0 and for all x = {xk}∞k=0 ∈ stCα

stCα - lim
k→∞

xk = st- lim
k→∞

xk.
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Definition
Let α ∈ R with −α /∈ N. The gamma matrix Γα = (γ

(α)
nk )n,k≥0 of order α is defined by

γ
(α)
nk =

{
(k+α−1

k )
(n+α

n )
if k ≤ n,

0 if k > n.

Corollary
If α ≥ 1, we have Γα ∈ (st ∩ m, c) and lim

n→∞
(Γαx)n = st- lim

k→∞
xk for all x = {xk}∞k=0 ∈ st ∩ m.
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Definition
Let α ∈ R. The Hölder matrix Hα = (h(α)

nk )n,k≥0 of order α is defined by

h(α)
nk =

{ (n
k
)
△n−kpk if k ≤ n,

0 if k > n,

where pk = (k + 1)−α.

Corollary
(a) Hα ∈ (st ∩ m, c) if and only if α > 0. Moreover, for all x = {xk}∞k=0 ∈ st ∩ m,

lim
n→∞

(Hαx)n = st- lim
k→∞

xk.

(b) stHα = st for all α > 0 and for all x = {xk}∞k=0 ∈ stHα ,

stHα- lim
k→∞

xk = st- lim
k→∞

xk.

.
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Definition
Let q = {qk}∞k=0 be a nonnegative sequence with q0 > 0. For n = 0, 1, · · · , set Qn =

∑n
k=0 qk. The

weighted mean matrix Wq = (wnk)n,k≥0 and the Nörlund matrix Nq = (unk)n,k≥0 are defined by

wnk =

{ qk
Qn

if k ≤ n,
0 if k > n, and unk =

{ qn−k
Qn

if k ≤ n,
0 if k > n.

Corollary
If q = {qk}∞k=0 is a bounded nonnegative sequence with q0 > 0 and Qn ≥ cn for some c > 0 and
for all n = 0, 1, · · · , then Wq,Nq ∈ (st ∩ m, c) and

lim
n→∞

(Wqx)n = lim
n→∞

(Nqx)n = st- lim
k→∞

xk

for all x = {xk}∞k=0 ∈ st ∩ m.
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Thank you for your attention!
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